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Abstract—The mining of private vehicle trajectories can be used to establish the regular travel behavior of private vehicles and provide novel solutions to address problems related to urban traffic. With the help of automotive sensors in private vehicles, we can obtain a considerable amount of trajectory data on connected private vehicles. We herein assessed the regular travel behavior from connected private vehicle trajectory data. First, we explored the travel features of private vehicles through an empirical evaluation of move-and-stay frequency, time, duration, and distance. Second, we acquired the fitting distribution of private vehicle move-and-stay features based on the sum of the squared errors. We then proposed a move-and-stay feature based detection (MSFD) method, i.e., a semi-supervised model with incomplete data labels, to identify regular travelers from a massive private vehicle trajectory dataset. Extensive experiments were conducted on the private vehicle trajectory dataset collected from more than 68,069 private vehicles in Shenzhen, China, from June 1, 2016 to August 31, 2016. We compared the proposed MSFD with the existing baselines. The quantitative experimental results demonstrated that the MSFD outperformed these baselines.

Index Terms—Private vehicle, regular traveler, trajectory data mining, semi-supervised learning.

I. INTRODUCTION

THE world has recently witnessed an increasing growth in the number of private vehicles. For instance, according to the Annual Statistical Bulletin of China,1 by the end of 2020, the number of civilian vehicles reached 280 million, 243 million of which were private vehicles (86% of the total number of civilian vehicles). In Europe, the


Directorate-General for Energy and Transport of the European Commission estimated that the percentage of private vehicle traffic activities will remain at above 70% until 2030 [17]. In this context, private vehicles constitute an essential part of urban transportation [15]. Although the increasing number of private vehicles has brought convenience to users, it has also led to a number of problems such as traffic jams, limited parking spots, and pollution.

Fortunately, with the recent advances in information and communications technology (ICT), a massive number of connected private vehicle trajectory data that keep track of human travel behavior can be recorded [9]. Mining private vehicle trajectories to establish the regular travel behavior of private vehicle users can provide a novel perspective to alleviate urban traffic problems [12]. For example, by analyzing regular travel behavior, we can better understand the traffic tide phenomenon, providing empirical support for policymakers to control traffic flows. We can also derive hot regions through the mining of regular travel behavior. This is particularly useful for city planners because appropriate city planning, such as parking lot constructions, can significantly alleviate numerous traffic problems.
However, existing studies on the travel behavior of private vehicles are insufficient. Most are based on location-based social network (LBSN) data [4], [34], [35], taxi trip data [3], [16], [26], mobile phone call data [2], [22], [25], and smart card data [7], [14], [20], among other data types, and there are some deficiencies with using such data. For example, in the case of LBSN data, it is challenging to reflect the stay behavior of users. For instance, mobile phone call data and smart card data are insufficient to characterize the move-and-stay behavior of users [13]. In addition, taxi data can only correspond to the travel behavior of passengers on a current trip, and it is impossible to reflect the long-term travel behavior of fixed users. Private vehicle trajectory data correspond to the long-term travel behavior of individual vehicle owners and can fully reflect their move-and-stay behavior. To date, a few studies have focused on the travel behavior of private vehicles, with most of them focusing on the move behavior of such vehicles [15], [24], [39]. Nevertheless, as shown in Figure 1 (a to f indicate different timestamps), the travel behavior of private vehicles includes not only the move behavior but also the stay behavior. The stay behavior usually represents the travel demand and preferences of the vehicle owners. For instance, vehicle owners usually stay at their destination for a period after arrival to complete their travel demand and then move to the next location. The stay locations represent the travel demand of the vehicle owners, and the stay duration reflects the travel preference. Therefore, to comprehensively understand the regular travel behavior of private vehicles, it is necessary to conduct an in-depth analysis of both the move and stay behavior.

The limitations of existing studies motivated us to conduct an empirical evaluation of the travel behavior of private vehicles (including move-and-stay behavior). More precisely, we first extract the travel features of private vehicles, including the move-and-stay frequency, time, duration, and distance. Second, we acquire the best fitting distribution and parameters of private vehicle move-and-stay features based on the sum of the squared errors (SSE) and establish that these features follow different probability density distributions between weekdays and weekends. We then propose a move-and-stay feature-based detection (MSFD) model to identify regular travelers from massive private vehicle trajectory data to better understand the regular travel behavior. Specifically, the MSFD is a semi-supervised model with incomplete data labels. The main contributions of this paper are summarized as follows:

- We propose a generic data preprocessing methodology to extract trip data and stay data from connected private vehicle trajectory data.
- We conduct an empirical evaluation of private vehicle travel behavior by analyzing the move-and-stay features extracted from the trip and stay data. The probability density distributions and parameters of the move-and-stay features are acquired through the SSE.
- We propose a semi-supervised model called MSFD to identify regular travelers from massive private vehicle trajectory data under incomplete data scenarios to better understand regular travel behavior.
- We conduct extensive experiments on real-world private vehicle trajectory datasets in Shenzhen, China. The experimental results verify the rationality of the extracted features as the basis of regular traveler detection and the effectiveness of MSFD. We compare the proposed MSFD model with other baselines, and the results of a quantitative experiment demonstrate that the MSFD outperforms these baselines. In addition, our private vehicle trajectory dataset has been made publicly available.²

The remainder of this article is organized as follows. Section II presents related studies on travel behavior. Section III provides basic definitions and introduces some probability distribution functions of private vehicle travel. Following that, the empirical study and analysis results are given in Section IV. Section V introduces the proposed MSFD. Experiments and further analysis are presented in Section VI. Finally, we conclude this article in Section VII with a brief discussion on future areas of research.

II. RELATED WORK

A. LBSN Data

The availability of LBSN data has motivated many researchers to analyze travel behavior. Through an empirical study conducted on a massive check-in dataset collected from Foursquare’s Swarm app, the authors in [34] established that travelers’ preferences for the location type change with the characteristics of destination city. Hasnat and Hasan. [8] proposed a data mining framework to understand the travel behavior of tourists from social network data. In [35], the authors proposed a visual-analytics framework to model Twitter users’ move data and summarized the spatiotemporal travel patterns of users. To mine human travel patterns from geotagged posts, Comito et al. [4] formulated the user move behavior as a sequence of consecutive visits to locations where tweets were posted. LBSN data can record an individual user’s location and time. However, the inability to reflect the stay duration, which represents personal preference and travel demand, limits the effectiveness of travel behavior analysis using LBSN data.

²https://github.com/HunanUniversityZhuXiao/PrivateCarTrajectoryData
B. Mobile Phone Call Data

Some researchers have analyzed human mobility patterns through mobile phone data. In [2], the authors proposed a lifestyle-based clustering to identify users who exhibit similar patterns of mobility behavior; in addition, they developed an entropy-based clustering to measure the homogeneity of mobility patterns within clusters of users. The authors in [22] developed a behavior-oriented time segmentation method for mining individualized time-dependent behavior regularities of mobile phone users. In [25], a classification method for extracting weekly travel patterns from mobile phone call data was proposed. In [38], the authors evaluated the representativeness of mobile phone call data in human mobility characterization from both an individual perspective and a collective perspective. In [29], the authors demonstrated that, if the data are not correctly processed, the statistical regularity of human travel patterns will be overestimated. Mobile phone call data can reflect the long-term travel behavior of users. However, it is difficult to accurately record the travel intention information, such as the destination and move time of a trip. Hence, analyzing travel behavior using mobile phone call data is unsuitable.

C. Smart Card Data

A considerable number of studies have been conducted to analyze travel behavior using smart card data. The authors in [7] used smart card data to represent the travel behavior of an individual user as a sequence of travel events and proposed a method based on the entropy rate to measure the travel regularity of users. In [20], the authors incorporated the inner-restricted fuzzy C-means clustering and non-negative tensor factorization to predict regional mobility patterns. In [18], the authors extracted mobility patterns by clustering smart card data at the station and passenger levels. In [14], a spectral clustering method was employed to reflect the spatial interactions with other regions and the temporal mobility patterns. In [37], statistical-based and unsupervised cluster-based methods were introduced to analyze the travel patterns of individual users. Smart card data correlate with an individual user’s long-term travel behavior. Many researchers use these data to study travel behavior. However, the start and destination of a trip, which reflect the purpose of specific travel behavior, cannot be recorded; thus, it is not the most suitable method for travel behavior analysis.

D. Taxi Trip Data

An increasing number of researchers are studying travel behavior using taxi trip data. In [3], a novel mobility pattern embedding measure was developed to learn human mobility patterns by modeling sequential, personal, and temporal factors jointly. In [23], a fine-grained semantic pattern extraction system was developed to understand the semantic travel pattern of taxis. In [30], a method that leverages maximum likelihood estimation (MLE) and Bayesian information criterion (BIC) was proposed to fit the patterns of human mobility using taxi trip data. In [36], the authors analyzed urban human mobility patterns using a thematic model based on taxi trip data; they set the road segment identification number of pick-up and drop-off records as semantic information. In [5], the authors leveraged non-negative tensor factorization and Bayesian HyoTrails to characterize human mobility patterns. In [16], the authors developed a clustering algorithm to understand urban mobility using taxi trip data. Taxi trip data contain the pick-up and drop-off locations and the corresponding trips, and as such, they reflect the spatiotemporal features of travel behavior. However, such data cannot correlate with the long-term travel behavior of a specific individual user. Most travel behavior analysis using taxi travel data are based on crowd taxi users, and it is challenging to reflect the travel intention of users.

E. Private Vehicle Trajectory Data

Private vehicle trajectory data correlate with the long-term travel behavior of an individual user. The ability to reflect the move-and-stay information underlying the travel behavior makes it suitable to mine regular travel behavior. Many researchers have recently studied human mobility using private vehicle data, mainly based on two methods. The first method involves data analysis using statistical methods. The authors in [1] analyzed extensive Global Positioning System (GPS) data and statistical regularities for path lengths, activity downtimes, and degrees of activity. In [19], the authors discovered two distinct groups: returners and explorers based on data collected from mobile phones and GPS. Gallotti et al. [6] illustrated the limits of purely descriptive models and provided a mechanistic view of human mobility. The second method involves data mining based on machine learning. In [27], the authors used the kernel density estimation (KDE) method to analyze the stop-and-wait behavior. They proposed a 3D-KDE-based model to describe the dynamic spatiotemporal aggregation effect of private vehicles. In [28], a trajectory aggregation detection (TAD) algorithm was proposed to find areas where the private cars appear frequently in a fixed time interval and then analyzed the travel regularity of each individual private car using trajectory clustering. The authors in [33] proposed a transfer learning method, referred to as ERTB herein, to identify regular travel behavior from private car trajectory data. In addition, in [26], the authors proposed a probabilistic generative model with latent variables to characterize the semantic mobility patterns of private vehicles. The authors in [11] introduced a set of machine learning methods that leverage frequently visited locations to explore the travel patterns of individual users through private vehicle trajectory data. Herein, we extract and analyze the move-and-stay behavior behind private vehicle trajectories using a statistical method. Moreover, based on such behavior, a semi-supervised method is proposed to identify scenarios involving regular travelers with incomplete data.

III. PRELIMINARIES

We summarize the main notations used in this article in Table I.

A. Definitions

Definition 1 (GPS Trajectory): GPS trajectory set $G = \{G_1, G_2, \ldots, G_n\}$, where $G_i = \{g_1, g_2, \ldots, g_n\}$ represents...
the trajectory sequence of a private vehicle with id $i$, $g_n = (id_i, lon_n, lat_n, t_n)$, where $lon_n$ and $lat_n$ denote the longitude and latitude at timestamp $t_n$, respectively.

**Definition 2 (OBD Sequence):** The on board diagnostics (OBD) sequence mainly collects vehicle driving status data $O = \{O_1, O_2, \ldots, O_n\}$. The OBD sequence of the vehicle $i$ at timestamp $t_n$ is defined as $O_i = \{o_1, o_2, \ldots, o_n\}$, where $o_n = (id_i, v_n, d_n, \Delta_n, R_n)$, $v_n$ and $d_n$ are the instantaneous speed and direction, respectively. In addition, $R_n$ is a remark, e.g., OBD start or OBD flameout.

**Definition 3 (Move Behavior):** The move behavior of the private vehicle $i$ is defined using $M_i = (id, ts, slon, slat, te, elon, elat, d, \delta, d)$. Here, $slon$ and $slat$ denote the longitude and latitude of the starting location, respectively, and $ts$ is the corresponding timestamp. Moreover, $elon$ and $elat$ denote the longitude and latitude of the ending location, respectively, $te$ is the end time, $\delta$ is the move duration. $d$ is the move distance, which is measured based on Haversine distance formula, and is defined as (1)–(3):

$$d = 2 \cdot r \cdot \arctan\left(\sqrt{\frac{a}{1-a}}\right),$$ \hspace{1cm} (1)

$$a = \sin^2\left(\frac{\text{elat}_i - \text{elat}_j}{2}\right) + \cos(\text{elat}_i) \cos(\text{elat}_j) \times \sin^2\left(\frac{\text{elon}_i - \text{elon}_j}{2}\right),$$ \hspace{1cm} (2)

where $r$ represents the average radius of the Earth, which is 6371.0088 kilometers.

**Definition 4 (Stay Behavior):** The stay behavior of vehicle $i$ is defined by $S_i = (id, lon, lat, ts, te, \zeta)$. In addition, $lon$ and $lat$ denote the longitude and latitude of the stay location, respectively; $ts$ is the stop timestamp when the vehicle starts to stay; $te$ is the restart timestamp when the driver restarts the vehicle; and $\zeta$ denotes the stay duration.

**Definition 5 (Move Frequency):** Move frequency refers to the average number of move behavior per vehicle per day, which is defined as (4):

$$m_f = \frac{D}{\sum_{i=1}^{D} tci},$$ \hspace{1cm} (3)

where $tci$ indicates the number of move behavior on the $i$-th day, $D$ represents the total number of days the vehicle moves.

**Definition 6 (Stay Frequency):** Stay frequency refers to the average number of stay behavior per vehicle per day, which is defined as (5):

$$s_f = \frac{D}{\sum_{i=1}^{D} sci},$$ \hspace{1cm} (4)

where $sci$ is the number of stay behavior on the $i$-th day.

**B. Private Vehicle Trajectory Data Collection**

We collected private vehicle trajectory data through GPS and OBD devices jointly developed by the industry [32]. As depicted in Figure 2, a GPS receiver is used to obtain the vehicle’s spatiotemporal information, such as longitude, latitude, and timestamp. The interface reader of the OBD module reads the driving information, such as speed, direction, and remark. The subscriber identity module in the GPS sends the collected trajectory information to the data center. The desensitized trajectory data collected by the GPS and OBD devices is transmitted to the Mapgoo smart cloud, a service platform that helps developers quickly access various terminal devices, such as GPS devices, OBD devices, and cloud recorders. The data collection process was continuous [31]. In this study, we selected 68,069 private vehicles in Shenzhen, China, from June 1, 2016, to August 31, 2016.

**IV. EMPIRICAL EVALUATION**

As shown in Figure 3, we first preprocessed the data. We then conducted an empirical evaluation based on the processed private car trajectory data.
A. Data Preprocessing

A trajectory dataset usually contains noise, which refers to position data that deviates from the actual value owing to the signal of the vehicle-mounted positioning device. We applied heuristic outlier elimination to process the noise in two steps: i) we used an outlier detection model to detect the noise in the original data, and ii) we set a threshold speed (150 km/h) and calculated the moving average speed of the two locations before and after the current location, and its corresponding time interval within the trajectory. When the average speed was greater than the threshold speed, the location was marked as noise. After traversing the entire trajectory data, all locations marked as noise were eliminated.

We extracted the trip and stay data of a private vehicle from GPS and OBD data [10]. The trip data mainly recorded the moving behavior of the vehicles, whereas the stay data mainly described the stay behavior of the vehicles. The data extraction process is as follows:

1) Data Filtering: We set a research area \( R \) and period \( T \). We filtered out the trajectory data from GPS and extracted the driving state data from OBD in the \( R \) and the period range \( T \). The area of vehicle activity was set to Shenzhen, where the traffic problem is severe. The period range was set to 3 months of vehicle trajectory data from June 1, 2016, to August 31, 2016.

2) GPS and OBD Data Fusion: We obtained \( t \) by looking at when the vehicle engine was started and turned off using the OBD data. We then pinpointed the location recorded at the corresponding time in the GPS data and marked the location as the start location or the flameout location. An example of fused data is shown in Table II.

3) Trip Data Extraction: We set the time threshold to \( \delta \) and calculated the time interval between the current and next trips. If the calculated time interval was less than \( \delta \), the two trips were merged. We then set the end location of the following move location as the starting location of the current trip until the complete trip data were traversed to obtain the full trip data of the vehicle. An example of the extracted trip data is presented in Table III.

4) Obtaining Stay Data: According to the trip data that were obtained, the end position \((elon, elat)\) of the current trip was designated as the stay location \((lon, lat)\). The end time of the current trip \( t_e \) was considered the start time \( \tau_s \) of the stay data. The start time of the next trip \( t + 1 \) \( \tau_s \) was taken as the end time of the stay data, \( \tau + 1 \). An example of extracted stay data is presented in Table IV.

B. Probability Distribution and Parameter Selection

Herein, the probability density can be moved or scaled using two parameters (loc and scale), and the original probability density is moved or scaled using two parameters (loc and scale).
TABLE V

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>( f(x) = \lambda e^{-\lambda x} )</td>
</tr>
<tr>
<td>Exponential modified Gaussian</td>
<td>( f(x, \lambda, \mu, \sigma) = \frac{1}{2} \exp \left( \frac{1}{2} \left( 2\mu + \lambda x^2 - 2x \right) \right) e^{-\text{erf}(\frac{x-\mu}{\sqrt{2}\sigma})} )</td>
</tr>
<tr>
<td>Invgamma</td>
<td>( f(x, \alpha) = \frac{\alpha^{-\alpha}}{\Gamma(\alpha)} \exp\left( -\frac{1}{\alpha} \right) ), ( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-t} \text{d}t )</td>
</tr>
<tr>
<td>Exponweib</td>
<td>( f(x, \alpha, c) = \frac{1}{\sqrt{2\pi}x^2} \exp\left( -\frac{(x-c)^2}{2\alpha^2} \right) )</td>
</tr>
<tr>
<td>Invgauss Gaussian</td>
<td>( f(x, \mu) = \frac{1}{\sqrt{2\pi}x^2} \exp\left( -\frac{(x-\mu)^2}{2\alpha^2} \right) )</td>
</tr>
<tr>
<td>Generalized generalized Pareto</td>
<td>( f(x, c) = (1 + cx)^{-c-1/c} )</td>
</tr>
</tbody>
</table>

TABLE VI

<table>
<thead>
<tr>
<th>Type</th>
<th>Distribution</th>
<th>a</th>
<th>b</th>
<th>scale</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekday</td>
<td>Invgamma</td>
<td>1.3704</td>
<td>/</td>
<td>-1.2479</td>
<td>21.1969</td>
</tr>
<tr>
<td>Weekend</td>
<td>Exponweib</td>
<td>2.1066</td>
<td>0.5261</td>
<td>3.01362</td>
<td>10.7948</td>
</tr>
</tbody>
</table>

C. Move Behavior Analysis

1) Move Frequency: Analyzing the move frequency of private vehicle travel provides a reference for governments to promote low carbon travel and environment monitoring. As shown in Figure 4(a), the horizontal axis represents the average number of trips per vehicle per day, and the vertical axis represents the percentage of vehicles corresponding to the total number of vehicles. On weekdays, most vehicles travel twice a day on average and vehicle owners are likely to be commuters. The average number of vehicles that travel twice a day is the highest on weekends. However, in this case, the trips are most likely to be between home and scenic spots. On both weekdays and weekends, it was observed that the vehicle owners travel at least once, whereas on weekends they are more likely to travel more than four times compared to that on weekdays.

2) Move Time: The move time is one of the critical parameters for analyzing the travel behavior of private vehicles. Understanding the regularities in the move time, e.g., when private vehicles often leave, and inferring the peak and low travel times of most groups within the city, is extremely important for traffic control. As shown in Figure 4(b), both weekdays and weekends show the same regularities. For instance, between 12 am and 5 am, and after 6 pm, the vehicle travel volume gradually decreased because some owners had already returned home to rest during these times. After 5 am, vehicle travel volume steadily increased, and between 10 am and 11 am, the travel volume reached the first peak period.

3) Move Duration: The traffic conditions of a road network can be inferred by analyzing the distribution of the move duration. In addition, we can recommend a suitable route for vehicle owners based on the historical move duration of private vehicles. As shown in Figure 4(c), most vehicles travel for less than half an hour, accounting for more than 63% of the recorded cases. Simultaneously, combined with the move time analysis, three periods of 10:00–11:00, 17:00–18:00, and 20:00–21:00, which are the peak travel periods, and the two periods of 4:00–5:00 and 12:00–13:00, which are low periods, were selected. Moreover, the probability density distribution of the move time follows the inverse gamma distribution on weekdays and the exponential Weibull distribution on weekends. The related parameters are presented in Table VI.

4) Move Distance: The move distance reflects the spatial information related to the move behavior of private vehicles. We understand a vehicle’s spatial travel features by analyzing the distribution of the vehicle’s move distance. As shown in Figure 4(d), the travel regularities are similar on both weekdays and weekends, and the move distances of private vehicles within 5 km account for more than 60%, indicating that most owners use private vehicles for short trips. The number of vehicles with a move distance of 15–20 km is the lowest, indicating that owners generally do not choose private vehicles as their mode of travel for moderate move distances. Moreover, the probability density distribution of the move distance follows an exponential distribution on weekdays and an exponential modified Gaussian distribution on weekends. The related parameters are shown in Table VII.

D. Stay Behavior Analysis

1) Stay Frequency: Private vehicles have clearer stay behavior than floating vehicles, which underline the staying preferences of the former. Analyzing the stay frequency of private vehicles can help companies accommodate different stay preferences of the owners and reasonably customize their portfolios. As shown in Figure 5(a), the horizontal axis represents the average number of stay positions per vehicle per day.
The vertical axis represents the percentage corresponding to the total number of vehicles. On weekdays, users stay twice a day on average, and the two active locations are likely to be work and residence locations. On weekends, users stay once a day on average. However, users are more likely to have two or more stay activities on weekends than on weekdays.

2) Stay Time: Figure 5(b) shows that weekdays and weekends follow the same regularities. The number of vehicles with stay behavior of between 5 am and 6 am is the lowest, whereas the number of stay behavior between 6 pm and 7 pm is the highest. The stay behavior are generally lower at 9 am than at 12 am, whereas the number of stay behavior occurring from 9 am to 12 pm is lower than those occurring from 2 pm to 8 pm. As a result, we infer that a series of private activities are mainly concentrated at between 9 am and 8 pm with the possibility of activities occurring after 2 pm being relatively high.


3) Stay Duration: The stay duration provides crucial information that represents urban attractiveness. For example, a more considerable stay time denotes a more substantial attractiveness for a region with the same spatial aggregation. A comprehensive analysis of the duration distribution features provides a reference for understanding the regularities of daily activities such as work, rest, shopping, and leisure. The result of analyzing the overall distribution of the stay behavior durations is shown in Figure 5(c). Regardless of weekdays or weekends, most stay behavior are within 2 h. Only a small portion lasts for more than 2 h, but no more than 8 h. A stay behavior of more than 8 h is rare. Thus, we can infer that most of the daily activities of private vehicles are dining, shopping, and other short-term activities. By contrast, there are fewer long-term activities for over 8 h. At the same time, further analysis of the stay duration reveals that the probability density distribution of the stay duration follows an inverse Gaussian distribution on weekdays and a generalized Pareto distribution on the weekends. The parameters are presented in Table VIII.

E. Results

This section discusses the results of the analysis performed in this study. By analyzing the move frequency features of private vehicle users to understand travel needs, we found that private vehicles are most likely to travel twice a day on average regardless of the day of the week. On weekdays, we inferred that these two trips could correspond to the commuting needs of the users. On weekends, these two trips are more likely to be return trips between home and entertainment locations. The times when the move first began were collected at 10 am and at 5 pm based on an analysis of the move time. The number of users who started to move at a particular moment represents the number of users traveling at that moment; in addition, we can infer that the two peak travel periods for private vehicle users in Shenzhen are 10 am and 5 pm. During these two periods, the possibility of road traffic congestion is extremely high. Simultaneously, by analyzing the move time and distance to understand the spatiotemporal travel features of the vehicles, we found that private vehicle users usually travel short distances.

Further, each stay behavior corresponds to the vehicle’s travel activity. From an analysis of the stay frequency, we found that most users need to perform two activities on a weekday, which are most likely arriving at work and returning home to rest. On weekends, the users tend to have only one activity, which is a noticeable difference from that in weekdays. A possible reason for this is that most users choose to stay at home on weekends. Regarding the stay time, we found that private vehicle users are primarily engaged in a series of private activities between 9 am and 8 pm. Further, the possibility of having activities after 2 pm is relatively high. Work activities are more likely to occur during weekdays, whereas leisure and entertainment activities are more likely to occur on weekends. Furthermore, the stay duration reflects the idea that short-term activities often occur between 2 and 6 pm. On weekends, activities lasting 2-8 h usually occur between 12 am and 6 am. The long-term 8-13 h activities mainly occur between 6 and 8 pm. Long-term activities of more than 13 h generally occur at 6 and 8 pm. We infer that short-term activities such as leisure or dining mainly occur between 2 and 6 pm. More extended activities such as work mainly occur between 12 and 9 am, and long-term rest mainly occurs after 6 pm.

The aforementioned results can provide a reference for formulating urban traffic control strategies, such as obtaining the peak travel period of private urban vehicle users at the beginning of the move and setting traffic diversion measures during peak hours. Because the stay behavior corresponds to the activities, a recommendation can be made according to the travel regularities of a crowd. For example, on weekends, short-term activities mainly occur at 2 pm. Thus, at this time, the decision maker can make advertisement recommendations for entertainment and shopping locations for users. In addition, the extracted probability distributions can be referenced for private vehicle travel behavior.

V. SEMI-SUPERVISED DETECTION MODEL

We propose a semi-supervised detection model called move-and-stay feature-based detection (MSFD) to identify regular travelers in incomplete data scenarios, as shown in Algorithm 1. Regular travelers refer to vehicle owners who have repeated travel behavior within a specified period and meet the following conditions:

- Vehicle users have a similar start time sequence and end time sequence on each weekday;
- Vehicle trips at similar timestamps have the same start and end locations.

The orange segment in Figure 6(a) represents a vehicle in a moving state, and the green segment represents a vehicle in a stopped state. It can be seen from Figure 6(b) that from June 1 to 4, 2016, the vehicle owners drove from location A to location B at approximately 9 am every day, and then from location B to location A at approximately 10:00 pm. According to their observed travel behavior, they travel between the same locations A and B at similar times. Similarly, private vehicles that do not meet the two aforementioned conditions at these times when traveling belong to an irregular travel group. Therefore, they are called irregular travelers.

We extracted the move-and-stay behavior features from the travel behavior of private vehicles:

<table>
<thead>
<tr>
<th>Type</th>
<th>Distribution</th>
<th>μ</th>
<th>σ</th>
<th>loc</th>
<th>scale</th>
<th>SSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weekday</td>
<td>Inverse-Gaussian</td>
<td>6.6810</td>
<td>/</td>
<td>1.3737</td>
<td>23.9266</td>
<td>1.7010×10^-6</td>
</tr>
<tr>
<td>Weekend</td>
<td>Generalized Pareto</td>
<td>/</td>
<td>2.0310</td>
<td>5.0167</td>
<td>32.2562</td>
<td>5.7110×10^-6</td>
</tr>
</tbody>
</table>
A. Move Behavior Feature

The average move frequency per day $aver_{n_{trip}}$: regular travelers on workdays tend to travel to and from home and work and do other repetitive activities. Thus, the number of round trips constitutes the majority of all trips, and the average number of daily trips of regular travelers is more likely to be greater than one. For irregular travelers, their trips are random because, as compared with regular travelers, the probability that the average number of trips per day will be odd is higher. The two types of private vehicles have different average daily trips, which can be calculated as follows:

$$aver_{n_{trip}} = \frac{\sum_{i=1}^{d} n_{trip}(i)}{d},$$  
(6)

where $n_{trip}(i)$ represents the number of vehicle trips on the $i$-th day, and $d$ represents the total number of days of the trip.

Average move distance per day $aver_{d_{trip}}$: the travel behavior of regular travelers repeated periodically. Considering the cost of traveling, travelers tend to prefer short-distance trips. It was observed that, with regard to travel needs, irregular travelers prioritize travel convenience. Therefore, when these travelers have long-distance travel needs, they choose private vehicles to travel in. As a result, under the same period and travel demand, the average travel distance of irregular travelers has a greater probability of being long as compared to that in the case of regular travelers. This can be calculated as follows:

$$aver_{d_{trip}} = \frac{\sum_{i=1}^{n} dist_{trip}(i)}{n},$$  
(7)

Average move duration $aver_{t_{trip}}$: irregular travelers are more inclined to take long-distance trips than regular travelers. Under the same period and travel demand, the trip duration is longer. The average travel time of the vehicle is calculated by dividing the total travel time by the number of trips:

$$aver_{t_{trip}} = \frac{\sum_{i=1}^{n} t_{trip}(i)}{n}. \quad (8)$$

The entropy of the move time $ent_{time}(u)$: we use the time information entropy to highlight the degree of mixing of a single start time of a private vehicle. The smaller the information entropy is, the stronger the regularity of the travel start time of the vehicle. We divide the 24 hours of a weekday into 24 time blocks, with an interval of 1 h between each block. In the trip data, each trip is divided into the number of time blocks according to the start time. The proportion of the number of trips in the $i$-th time block is $p_i$, and the start time information entropy of the vehicle trip is defined as follows:

$$ent_{time}(u) = -\sum_{i=1}^{24} p_i \log_2 p_i. \quad (9)$$

B. Stay Behavior Feature

Frequent stay locations $n_{clusters}$: we clustered the staying locations of private vehicles. The number of clusters obtained represents the number of frequent staying locations of vehicle owners in a fixed period. To identify the different stay positions contained in the stay location trajectory data, the $eps$ parameter was set to 0.4 km, and the MinPts parameter was used to control the least MinPts stay locations to form a cluster. To capture the number of locations where vehicles frequently stay, this parameter was set to half the number of days in the cycle. The stay locations corresponding to the formed clusters are frequent areas where vehicle owners visit at least once in 2 days.

Average stay duration $aver_{t_{stop}}$: the activities conducted by regular travelers who exhibit staying behavior are generally long-term activities such as work and home rest, whereas the activity performed by irregular travelers who exhibit staying behavior is shopping. Such short-term and occasional activities are not routine daily activities. Therefore, the average travel duration features of the two types of private vehicle groups are different and were calculated as follows:

$$aver_{t_{stop}} = \frac{\sum_{i=1}^{n} t_{stop}(i)}{n}, \quad (10)$$

where $t_{stop}(i)$ represents the stay durations at the $i$-th stay location, and $n$ represents the total number of vehicle stay locations.

To identify regular travelers, we used a small number of labeled private vehicle user samples as supervised information; in other words, we added seed constraints and sampled the partition constraints to divide private vehicle users into groups with different travel intentions. The samples belonging to regular travelers were called positive samples, and the samples belonging to irregular travelers were called negative samples. Then, we assumed that in the labeled data $X_l$ in the training set, where the positive sample set was $X_l^+$, and the negative sample set was $X_l^0$. The seed constraints and sample partition constraints added for the training process using labeled samples were as follows:
1) Initial Centroid Constraint: The initial centroid is the two samples with the farthest distance between the positive and negative samples in the labeled sample set, and the label of the initial centroid does not change; in other words, the group to which the initial centroid belongs does not change. Therefore, this study used the Euclidean distance between the sample and the centroid as the classification basis. The current sample is the unlabeled data, the distance from the sample to the centroid could not be used as the only basis for determining the sample division. We therefore set it in a labeled sample set. Notably, samples with the same label must belong to the same group; that is, they must have a correlation. When a sample belongs to an unlabeled data set, all other samples were treated as unlabeled data. The travel samples with the farthest distance between the positive and negative samples from the user, the Euclidean distance between the two feature vectors $x_i$ and $x_j$ was estimated as follows:

$$d(x_i, x_j) = \sqrt{\sum_{n=1}^{6} (x_i^n - x_j^n)^2}. \quad (11)$$

The initial centroids $x_0$ and $x'_0$ satisfy the following:

$$\begin{cases} x_0 \in X_0^1, & x'_0 \in X_0^0 \\ d(x_0, x'_0) = \max(\forall x_i \in X_1^1, x_j \in X_0^0d(x_i, x_j)) \end{cases}. \quad (12)$$

2) Sample Division Constraint: Because of the insufficient amount of labeled data, the distance between the sample and the centroid could not be used as the only basis for determining the sample division. We therefore set it in a labeled sample set. Notably, samples with the same label must belong to the same group. Such samples have a correlation. Further, samples with different labels must not belong to the same group; that is, they must have a not link correlation. When a sample belongs to unlabeled data, the distance from the sample to the centroid is used as the classification basis. The current sample is labeled, and the type and quantity of the label data in the target cluster must be considered. Therefore, this study defined the sample division to take the group with the smallest $D(x_i, C_j)$ as the type of sample $x_i$:

$$D(x_i, C_j) = \begin{cases} d(x_i, x'_0) & x_i \notin X_l \\ d(x_i, x'_0) \times \frac{n_{notlink}(x_i, C_j) - n_{link}(x_i)}{N(X_l)} & x_i \in X_l, \end{cases} \quad (13)$$

where $C_j$ is the target group of the current sample, $x'_0$ is the current centroid of the target group, $n_{notlink}(x_i, C_j)$ is the number of samples in the target group that have a not link correlation with the current sample, $n_{link}(x_i, C_j)$ is the number of samples in the target group that have a link correlation with the current sample, and $N(X_l)$ is the number of sample points in the labeled dataset.

The process of identifying regular travelers of the MSFD model is shown in Algorithm 1:

1) We selected the initial centroid in the dataset according to Equations (11) and (12).

2) For the unlabeled samples, we calculated the distance to each centroid and classified the samples into the group of centroids with the smallest distance. For the labeled samples in the dataset, we calculated the distance between the sample and each centroid. The difference between the number of samples of not link and link correlations in each group was taken as the percentage of the total number of labeled samples.

Algorithm 1 Move-and-Stay Feature-Based Detection

Input: Private vehicle sets: labeled sample set $X_l$ and unlabeled sample set $X_u$

Output: Regular traveler set $C_0$ and irregular traveler set $C_1$

1: Initial $C_0 = C_1 = \emptyset$

2: $C = X_l \cup X_u$, $p = 0$, $q = 0$, $dist = 0$

3: Randomly select 100 positive samples and 100 negative samples from $X_l$ to form $X_0^0$ and $X_1^1$, and set the initial centroid $x_0 = X_0^0 [0]$, $x'_0 = X_1^1 [0]$

4: for each $x_i \in X_0^0$ do

5: for each $x_j \in X_1^1$ do

6: Calculate $d(x_i, x_j)$ according to Equations (11) and (12)

7: if $d(x_i, x_j) > dist$ then

8: $p \leftarrow i$, $q \leftarrow j$

9: $dist \leftarrow d(x_i, x_j)$

10: end if

11: end for

12: end for

13: Obtain the initial centroid as $x_0 = X_0^0 [p]$, $x'_0 = X_1^1 [q]$, append $x_0$ to $C_0$, and append $x'_0$ to $C_1$

14: for each $x_i \in C$ do

15: Calculate $D(x_i, C_0)$ and $D(x_i, C_1)$ according to Equation (13)

16: if $D(x_i, C_0) < D(x_i, C_1)$ then

17: $x_i$ appends to $C_0$

18: else

19: $x_i$ appends to $C_1$

20: end if

21: Update $x_0$ and $x'_0$ according to Equation (14)

22: end for

The samples were classified into the group with the smallest product of the centroids, as shown in Equation (13).

3) According to Equation (14), we updated the centroid of the group to be the mean of all the samples.

$$x_0 = \frac{x_1 + x_2 + \cdots + x_n}{n}. \quad (14)$$

4) We repeated steps (2) and (3) until the centroid of each group no longer changes. It was then considered that a stable state had been reached, and the classification result was given as the output.

VI. EXPERIMENTS

A. Dataset

Herein, we selected 68,069 private vehicles in Shenzhen, China, from June 1, 2016, to August 31, 2016. We randomly extracted the travel behavior data of 1,000 private vehicles on weekdays, 400 of which were marked as private vehicles, including 200 regular travelers. The label was set to $Y = 1$. The method of obtaining the label was based on our previous study [11]. For 200 irregular travelers, the label was set to $Y = 0$. In training the model, we randomly extracted 100 regular and 100 irregular travelers from the labeled data, and all the other samples were treated as unlabeled data. We extracted the travel behavior features of each vehicle as a...
sample set. The travel behavior features of each vehicle were used to constitute a feature vector as a sample point in the sample set. To protect the privacy of private vehicle owners, all sensitive information was removed from the raw trajectories. All researchers were subject to a strict non-disclosure agreement.

B. Baselines and Metrics

During the detection of regular travelers, we chose classic and advanced algorithms as the baselines.

- K-means Clustering. K-means clustering is an unsupervised learning algorithm. We set $K = 2$, and the vehicle’s category is determined according to the type of label in the clustering result.
- Density-Based Spatial Clustering of Applications with Noise (DBSCAN). DBSCAN is a density-based clustering model, in which we set $\text{eps} = 500 \text{ m}$, and $\text{minPts} = 3$.
- Ordering Points To Identify the Clustering Structure (OPTICS). OPTICS is a density-based model. We set $\text{MinPts} = 3$, and the range of $\text{eps}$ was $[300,1000]$.
- Trajectory Aggregation Detection (TAD) [28]. TAD is an analysis method based on travel features. According to the density of the trajectory data, a dynamic domain adaptive method was used to determine the domain radius and the type of private vehicle.
- Density-Peak based Clustering (DPC) [21]. DPC uses the local density of each data and the distance to the nearest neighbor with a higher density to isolate and identify the cluster centers.
- Extracting regular travel behavior (ERTB) [33]. ERTB is a transfer learning method that utilizes existing knowledge to identify regular travel behavior from private vehicle trajectory data.

For the validation and comparison of performance between different methods, we used the labeled samples in the sample set as the unlabeled samples, and the remaining 200 samples as the validation set. The three commonly used evaluation indicators in a detection method are accuracy, precision, and recall, all of which have been used for the performance evaluation conducted in our study:

$$
\text{ACC} = \frac{TP + TN}{N},
$$

$$
P = \frac{TP}{TP + FP},
$$

$$
R = \frac{TP}{TP + FN},
$$

where $N$ represents the number of labeled samples in the sample set, $TP$ represents the number of samples whose labels are correctly predicted as regular travelers, $TN$ represents the number of samples whose labels are correctly predicted as irregular travelers, $FP$ represents the number of samples that are labeled incorrectly as irregular travelers, and $FN$ represents the number of samples that are incorrectly labeled as regular travelers.

C. Results and Discussion

We use the probability density function (PDF) to further analyze the travel features of regular travelers in the experimental results. As shown in Figure 7(a), the average move
duration of regular travelers is primarily within 1 h, whereas irregular travelers have a longer move duration. Therefore, regular travelers tend to travel for short durations and distances. We analyze the entropy of the move time of private vehicle users. The higher the entropy value, the higher is the mixing degree and time irregularity. As shown in Figure 7(b), compared to regular travelers, irregular travelers have an entropy of move time that has a greater probability of being a high value. As shown in Figure 7(c), regular travelers have the greatest probability of staying in their destination for 5–7 hours, whereas the average stay duration of irregular travelers is mostly approximately 1 h. Figure 7(d) shows that regular travelers have more frequent stay locations than irregular travelers. A possible reason for this is that the locations where regular travelers generally conduct activities are a part of their daily routines. The locations where irregular travelers conduct activities are random, and most irregular travelers only have two or three locations where they frequently stay.

Figure 8 presents the experiment results in the identification of regular travelers using K-means, DBSCAN, OPTICS, TAD, DPC, and MSFD. The results of MSFD show the highest accuracy (0.695%), precision (0.483%), and recall (0.67%) amongst all the baselines that were compared. Compared to DPC, OPTICS, and DBSCAN, which are three density-based models, MSFD shows a better performance than density-based clustering. Specifically, compared to DPC, MSFD improves the accuracy by 13.9%; precision, by 17.8%; and recall, by 35.3%. Compared to OPTICS, MSFD improves the accuracy by 15.8%; precision, by 12.3%; and recall, by 20.7%. Compared to DBSCAN, MSFD improves the accuracy by 20.2%; precision, by 15.0%; and recall, by 45.6%. The aforementioned results can be explained by the fact that supervised learning methods only use labeled training samples. However, the amount of training data is insufficient to train a better model. Compared to K-means, MSFD improves the accuracy by 21.9%; precision, by 20.2%; and recall, by 48.9%. As a possible reason for this, K-means does not add supervision constraints. The results show that the addition of supervision constraints in our study makes MSFD more practical. Compared to TAD, MSFD improves the accuracy by 49.5%; precision, by 65.2%; and recall, by 71.8%. This is because TAD is based on the aggregation features of the vehicles, whereas MSFD is based on the features of the vehicle travel behavior. Compared to ERTB, MSFD improves the accuracy by 15.8%; precision, by 46.4%; and recall, by 9.8%. The results show that it is more reasonable to have the travel behavior features of the vehicle owners as the basis of the detection.

VII. CONCLUSION

In this paper, we proposed move-and-stay feature based methodologies for performing a regular travel behavior analysis and regular traveler discovery. We extracted the move-and-stay frequency, time, duration, and distance features from a huge private vehicle trajectory dataset to represent the travel behavior. We then proposed a method that leverages the sum of the squared errors to fit the regularities of these extracted features. The analysis results show that all of these features follow different distributions on weekends and weekdays, respectively. Specifically, the move duration and move distance follow an inverse gamma distribution on weekdays and an exponential Weber distribution on weekends. The stay duration follows an inverse Gaussian distribution on weekdays, and on weekends, it follows a generalized Pareto distribution. Moreover, based on the move-and-stay features, we proposed a semi-supervised model to identify regular travelers from massive private vehicle trajectory data. Quantitative experimental results show that the proposed model can achieve higher accuracy in regular traveler identification than other baselines.

Further efforts will be made toward taking a deeper look into regular travel behavior by considering other factors such as weather, holidays, and special events. Moreover, because regular travelers that share common spatiotemporal travel features have similar travel demands, our results can provide an empirical basis for shared mobility services.
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